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Description du contenu de l'enseignement :

The aim of this course is to provide the students with the fundamental concepts and tools for developing and analyzing
machine learning algorithms.
The course will introduce the theoretical foundations of machine learning, review the most successful algorithms with their
theoretical guarantees, and discuss their application in real world problems. The covered topics are:
- Introduction to the different paradigms of ML and applications
- Computational learning theory
    - PAC model
    - VC-dimension
    - Rademacher complexity,…
- Supervised learning
    - Logistic regression and beyond
    - Perceptron
    - SVM
    - Kernel methods
    - Decision trees and Random Forests
    - Ensemble methods: bagging and boosting
- Unsupervised  learning
    - Dimensionality reduction: PCA, ICA, Random Projections,  Kernel PCA, ISOMAP, LLE
    - Density estimation
    - EM
    - Spectral clustering
- Online learning
- Multiclass and ranking algorithms
- Practical sessions
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